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Abstract

Speech-to-Speech Translation (S2ST) focuses
on generating spoken output in a target lan-
guage directly from spoken input in a source
language. Despite progress in S2ST modeling,
low-resource Indic languages remain poorly
supported, primarily because large-scale paral-
lel speech corpora are unavailable. We present
UrHiOdSynth, a three-language parallel S2ST
dataset containing approximately 75 hours of
speech across Urdu, Hindi, and Odia. The cor-
pus consists of 10,735 aligned sentence triplets,
with an average utterance length of 8.45 sec-
onds. To our knowledge, UrHiOdSynth repre-
sents the largest multi-domain resource offering
aligned speech and text for S2ST in this lan-
guage context. Beyond speech-to-speech trans-
lation, the dataset supports tasks such as auto-
matic speech recognition, speech-to-text trans-
lation, text-to-speech synthesis, and machine
translation. This flexibility enables the train-
ing of unified multilingual models, particularly
for low-resource Indic languages. The dataset
and code are publicly available at https://
github.com/UrHiOdsynth/UrHiOdsynth.

1 Introduction

Speech-to-speech translation (S2ST) aims to re-
duce language barriers by enabling direct commu-
nication between speakers of different languages
(Gupta et al., 2025b). Recent advances in deep
learning drive significant improvements in S2ST
systems (Gong et al., 2025; Fang et al., 2023). De-
spite this progress, most existing approaches rely
on a cascaded pipeline that combines automatic
speech recognition, text-based machine transla-
tion, and text-to-speech synthesis (Wu et al., 2024).
These cascaded systems perform well in practice
because they leverage the availability of large-scale
parallel text resources.

Although cascaded S2ST systems work well in
many settings, they come with clear limitations.

Because translation is carried out through multi-
ple stages, errors introduced early in the pipeline
tend to propagate to later components. In addition,
converting speech into text makes it difficult to re-
tain speech-specific information such as prosody,
emotion, and cultural nuances, which are often di-
luted or lost in intermediate textual representations
(Smith et al., 2022). To address these issues, re-
cent research has shifted toward end-to-end S2ST
models that directly translate speech from a source
language into speech in a target language without
relying on intermediate text (Jones et al., 2022;
Sarim et al., 2025). While direct S2ST approaches
promise more natural and expressive translations,
they face significant challenges, most notably the
scarcity of high-quality parallel speech datasets
for many language pairs. Nevertheless, ongoing
advancements in neural architectures and data gen-
eration strategies continue to push the boundaries
of S2ST research.

Although models such as Translatotron (Nach-
mani et al., 2024) and SeamlessM4T (Barrault
et al., 2023) enable direct speech-to-speech trans-
lation, they offer limited coverage of Indic lan-
guages. UrHiOdSynth addresses this gap by pro-
viding the first trilingual multi-domain synthetic
parallel speech dataset for Hindi, Urdu, and Odia,
as shown in Table 1.

Direct speech translation systems for Indic lan-
guages are severely constrained by the scarcity
of parallel speech corpora. By employing
synthetic data generation methods to construct
UrHiOdSynth, we offer a scalable and practical
solution for advancing direct S2ST research in low-
resource Indic languages. The main contributions
of our study are as follows:

* Creation of UrHiOdSynth, a high-quality syn-
thetic tri-parallel speech and text dataset span-
ning Hindi, Urdu, and Odia for low-resource
multilingual speech-to-speech translation.


https://github.com/UrHiOdsynth/UrHiOdsynth
https://github.com/UrHiOdsynth/UrHiOdsynth
https://github.com/UrHiOdsynth/UrHiOdsynth

* Development of benchmark baseline model
for direct speech-to-speech translation on
Hindi—Urdu, Hindi—Odia, and Urdu—-Odia lan-
guage pairs, establishing UrHiOdSynth as a
foundational dataset for Indic S2ST research.

Language # Sentences # Hours Mean (s)
Hindi 10735 23.27 7.80
Urdu 10735 27.66 9.27
Odia 10735 24.70 8.28
Total 32205 75.63 8.45

Table 1: Statistics of the UrHiOdSynth dataset across
Hindi, Urdu, and Odia, reporting the number of sen-
tences, total speech duration (in hours), and the mean
duration (in seconds)

2 Related Works

The creation of large-scale natural parallel speech
corpora is both time-consuming and costly, mo-
tivating researchers to explore alternative strate-
gies for constructing and leveraging datasets for
speech-to-speech translation (S2ST). Prior work
has demonstrated the effectiveness of synthetic and
multilingual speech resources through efforts such
as Translatotron, VoxPopuli, and MuST-C. How-
ever, these datasets provide little to no coverage of
Indic languages. Although this gap has recently
been partially addressed by IndicSynth (Sharma
et al., 2025) a multilingual synthetic speech dataset
designed for audio deepfake detection and anti-
spoofing across 12 low-resource Indic languages
parallel speech resources for direct speech transla-
tion among Indic languages such as Hindi, Urdu,
and Odia remain extremely limited.

Several large-scale multilingual speech datasets
have been proposed for S2ST and related tasks.
CVSS (Jia et al., 2022) is a massively multilin-
gual speech-to-speech translation corpus contain-
ing sentence-level parallel S2ST pairs from 21 lan-
guages into English. FLEURS (Conneau et al.,
2023) is a multilingual speech dataset intended
to evaluate few-shot learning for universal speech
representations, covering 102 languages with ap-
proximately 12 hours of supervised speech data
per language. FLEURS extends the FLoRes-101
(Goyal et al., 2022) machine translation benchmark
by providing speech data as an n-way parallel re-
source. FLoRes-101 itself is a high-quality multi-
lingual benchmark consisting of 3,001 profession-

ally translated Wikipedia sentences across 101 lan-
guages, enabling many-to-many evaluation over
10,100 translation directions with human verifica-
tion to ensure reliability.

Additional multilingual speech corpora include
MaSS (Boito et al., 2019), which was constructed
using the CMU Wilderness dataset and provides
approximately 20 hours of aligned speech across
eight languages for both speech-to-text and speech-
to-speech tasks, with quality validated by native
speakers on a subset of the data. SpeechMa-
trix (Duquenne et al., 2022) is a large-scale mul-
tilingual S2ST dataset compiled from European
Parliament recordings and represents one of the
largest resources of its kind, offering approximately
418,000 hours of aligned speech across 136 lan-
guage pairs. By minimizing the cosine loss in re-
lation to LASER’s multilingual text embedding
space (Duquenne et al., 2021) proposed a method
for mapping speech into fixed-dimensional embed-
dings. By leveraging shared latent representations,
the technique enables direct speech-to-speech trans-
lation as well as cross-modal alignment between
speech and text.

The pivot-language translation has been widely
used to overcome the scarcity of direct parallel cor-
pora. Several studies extract or generate bilingual
data by translating through a high-resource pivot,
such as using English to derive Persian—Italian
pairs from non-parallel corpora (Ansari et al.,
2017), or multiple pivot languages to enhance
sparse corpora for Indic/East Asian translation
(Dabre et al., 2015). Recent work employs pivot
languages such as Hindi to bootstrap translation
between low-resource language pairs, demonstrat-
ing improvements in synthetic corpus construction
(Talwar and Laasri, 2025). The multilingual efforts,
such as the Samanantar corpus, also exploit pivot-
based extraction from English to expand data cov-
erage across many Indic languages (Ramesh et al.,
2022). Additionally, pivot translation methods have
been examined in zero-resource settings using mul-
tilingual pretrained models (Imamura et al., 2023).

In recent years, several large-scale Indic speech
corpora such as Nirantar (Javed et al., 2025), Ma-
haDhwani (Bhogale et al., 2025), Svarah (Javed
et al., 2023), Shrutilipi (Bhogale et al., 2023), and
Dhwani (Javed et al., 2022) have been released.
Although these resources collectively span multi-
ple Indic languages and differ in both linguistic
diversity and recording hours, none provide par-
allel speech pairs across any two Indic languages.



Dataset Domain Speech Nature #Lang. Hours Hi-Ur-0d #Uttr
Gupta et al. (Gupta et al., 2025a) TED Talks Synthetic 2 116 X 121.4K
Mondal et al. (Mondal et al., 2024) Audiobook Spont./Synthetic 2 2 X X
FLEURS (Conneau et al., 2023) Wikipedia Read 102 1.4K v 2.7K
SpeechMatrix (Duquenne et al., 2022) EuroParl Spontaneous 17 418K X X
CVSS (Jia et al., 2022) Open-domain Read/Synthetic 21 719 X X
VoxPopuli (Wang et al., 2021) EuroParl Spontaneous 15 17.3K X X
LibriVoxDeEn (Beilharz et al., 2019) Audiobook Read 2 52.5 X X
MASS (Boito et al., 2019) Bible Read 15 150 X X
UrHiOdSynth (Ours) Multi-domain Synthetic 3 75.631 v 32.2K

Table 2: Comparative overview of existing speech-to-speech translation (S2ST) datasets and the proposed
UrHiOdSynth corpus across domain, speech characteristics, language coverage, and scale. #Lang. denotes the
number of languages and #Ulttr is the number of utterances.

Consequently, they offer limited utility for training
or evaluating direct S2ST models.

To bridge this gap, the present study introduces
a new large-scale Hindi—Urdu-Odia parallel S2ST
dataset specifically designed for low-resource con-
ditions better aligned with the requirements of end-
to-end speech-to-speech translation research for
Indic languages.

3 Motivation

The UrHiOdSynth corpus is motivated by the grow-
ing need for robust multilingual speech technolo-
gies in increasingly interconnected linguistic com-
munities. While substantial textual resources exist
for many Indic languages (Ramesh et al., 2022),
high-quality parallel speech data with domain cov-
erage remains severely limited, constraining the
development of natural and expressive speech sys-
tems. Spoken language encodes prosody, intona-
tion, and emotion that cannot be captured by text
alone, making speech-level supervision essential
for advanced applications such as direct speech-
to-speech translation and voice-based assistants
(Sarim et al., 2025). By leveraging parallel text re-
sources to construct a tri-lingual Hindi—Urdu-Odia
speech corpus, UrHiOdSynth addresses language-
specific phonetic and dialectal challenges while en-
abling inclusive, accessible, and education-oriented
speech technologies.

4 Corpus Creation Pipeline

The main procedures for getting the UrHiOdSynth
dataset ready are covered in this section.

4.1 Extracting Text pairs

Parallel Hindi—Urdu sentence pairs were curated
from open-domain resources, specifically the Co-
rIL parallel corpus (Bhattacharjee et al., 2025). Par-
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Figure 1: Pipeline for creating a trilingual Hindi—Urdu-
Odia parallel speech corpus.

allel Odia text was generated by translating the
Hindi sentences using the Google Translate API
(Limbu, 2020). The trilingual parallel text is orga-
nized across three domains, namely government,
general, and healthcare, to explicitly capture varia-
tion in topic, register, and sentence structure. This
domain stratification expands linguistic coverage
and supports systematic evaluation of domain ro-
bustness in speech translation models trained on
the corpus. The corpus creation process follows
the pipeline shown in Figure 1.

4.2 Text Preproccessing

To facilitate downstream data processing, we first
apply text normalization, as the parallel text pairs
were collected from online sources. Character rep-
resentations are standardized using NFKC normal-
ization (Hou et al., 2025). We then remove extrane-
ous elements such as punctuation, escape charac-
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Figure 2: A training sample from the general domain, spoken in a male voice, for all three languages.

ters, emojis, superscripts, and subscripts. Hyphen-
ated word fragments are handled by eliminating
hyphens and merging the fragments into a single
continuous word.

Abbreviations are expanded into their corre-
sponding full forms (e.g., Mr to mister and Dec
to December), and numerical digits are converted
into their word equivalents. We further filter the
dataset by removing sentence pairs that contain
English words in Hindi sentences or Hindi words
in Urdu sentences. In addition, parallel pairs con-
sisting of fewer than three words or excessively
long sentences are discarded to ensure linguistic
consistency and suitability for speech synthesis and
translation tasks.

4.3 Speech Synthesis

Speech synthesis is performed using Indic Par-
lerTTS (Sankar et al., 2025) to generate trilin-
gual Hindi-Urdu-Odia parallel audio data. A fixed
prompt “Male speaker, normal speaking rate, high-
quality recording with no background noise” is
used to ensure controlled and consistent voice gen-
eration, and a synthetic male speaker profile is em-
ployed to simulate speaker characteristics. For each
utterance, the corresponding text serves as input,
accompanied by a prompt description specifying
gender, speaking rate, and recording quality.

We used the Indic ParlerTTS model to transform
tokenized text and prompts into raw audio wave-
forms at a native 44 kHz sampling rate. To maintain
consistency for downstream tasks, these waveforms
were converted to NumPy arrays and resampled to
a 16 kHz mono WAV format via the Librosa library,
specifically utilizing the ’Kaiser-best’ algorithm for
high-fidelity output. We then organized the audio
into a structured parallel corpus where each Urdu,

Hindi, and Odia utterance is linked by a common
index. This systematic approach to naming and
storage, illustrated in Figure 2, ensures the dataset
remains clean and easy to navigate.

5 Dataset Statistics

As shown in Table 3, our UrHiOdSynth dataset con-
sists of nearly 10,735 speech-text aligned samples
per language. These samples are drawn from three
distinct domains, namely Government, General,
and Healthcare. The table presents an overview of
the speech and text data characteristics. For the
speech component, it reports the number of audio
files, total duration in hours, and basic duration
statistics, including minimum, maximum, and av-
erage lengths. For the text component it presents
total token counts along with maximum and aver-
age sentence lengths. Our UrHiOdSynth speech
corpus is created as a three-way parallel corpus,
which ensures consistency in the number of audio
files and sentences across languages.

The corpus contains 32,205 audio recordings, to-
taling 75.63 hours of speech, and shows an almost
even distribution across languages and domains,
with each language contributing approximately 25
hours of data. The audio segments range up to
30.20 seconds in duration, while the average utter-
ance lasts 8.53 seconds. The corpus also includes
very short segments, with a minimum duration of
0.09 seconds, which reflect expressions commonly
found in conversational and administrative speech.

Sentence-level token analysis shows that the lan-
guages in the corpus exhibit moderate syntactic
complexity. The dataset contains 5,71,818 tokens
in total, with utterances averaging about 17 to-
kens and reaching a maximum length of 145 to-



Language Domain Audio Files Hours Audio Duration (s) Tokens Token Length
Max Min Avg Max Avg
Gov 3,567 7.65 29.20 0.22 7.73 64,080 90 17
Hindi Gen 3,574 7.58 28.52 0.22 7.63 65,346 126 18
HLT 3,594 8.04 28.20 0.23 8.05 70,894 92 19
Gov 3,567 9.35 30.20 0.21 9.43 75,847 126 21
Urdu Gen 3,574 9.04 29.30 0.09 9.10 71,793 145 20
HLT 3,594 9.27 28.24 0.26 9.29 74,169 101 20
Gov 3,567 8.16 28.20 0.12 8.24 48,789 79 13
Odia Gen 3,574 8.17 29.45 0.52 8.23 49,251 106 13
HLT 3,594 8.36 27.40 0.23 3.38 51,649 77 14
Total - 32,205 75.63 30.20 0.09 8.53 571,818 145 17

Table 3: Statistics of our UrHiOdSynth dataset grouped by language and domain. Gen denotes General, Gov denotes
Government, and HLT denotes Healthcare. Audio durations are reported in seconds.

Language General Government Healthcare
Train Test Dev Train Test Dev Train Test Dev
(hrs / files) (hrs/ files) (hrs/files) (hrs/files) (hrs/files) (hrs/files) (hrs/files) (hrs/files) (hrs/ files)
Hindi 4.40/2574 1.60/500 1.58/500 4.82/2567 1.50/500 1.34/500 5.17/2594 1.45/500 1.42/500
Urdu 5.17/2574 1.94/500 1.92/500 5.83/2567 1.86/500 1.66/500 5.96/2594 1.66/500 1.65/500
Odia 4.81/2574 1.69/500 1.67/500 5.07/2567 1.66/500 1.42/500 5.39/2594 1.48/500 1.49/500

Table 4: Domain-wise breakdown of the UrHiOdSynth corpus for the train, development, and test splits, reported by
total speech hours and utterance counts per language and domain

kens. Urdu shows slightly longer average utterance
lengths, approximately 20 to 21 tokens, than Hindi
and Odia, indicating richer morpho-syntactic pat-
terns. The healthcare (HLT) subset consistently
exhibits longer utterances than other domains, re-
flecting the nature of medical language.

For every language, the corpus provides around
3,560-3,600 audio files in each domain, resulting
in a balanced distribution across the General, Gov-
ernment, and Healthcare subsets. This balanced
setup supports controlled studies of domain adap-
tation and cross-domain generalization, which are
typically difficult to conduct with existing Indic
speech datasets such as FLEURS (Conneau et al.,
2023).

5.1 Domain-wise data analysis

We follow a domain-consistent data split as pre-
sented in Table 4, fixing the development and
test sets to 500 utterances per domain and lan-
guage. This setup allows fair and directly com-
parable evaluation across all experiments. The
amount of training data per language varies be-
tween approximately 4.4 and 5.96 hours for each
domain, which is adequate for training and bench-
marking low-resource speech-to-speech translation
(S2ST) systems. While the development and test
sets are relatively small, they are constructed to

maintain sufficient acoustic and linguistic variabil-
ity. The Government and Healthcare domains are
assigned marginally more training data, reflecting
their higher relevance for real-world public-service
and clinical translation applications.

5.2 UrHiOdSynth Vs Fleurs

Using the statistics in Table 5, we observe substan-
tial structural and practical differences between
FLEURS and UrHiOdSynth. While FLEURS is
commonly presented as an n-way parallel multilin-
gual corpus, the actual sentence counts and speech
hours vary significantly across languages, with no-
tably limited coverage for low-resource Indic lan-
guages such as Hindi, Urdu, and Odia. For instance,
FLEURS provides fewer than 5 hours of speech per
language and under 2k sentences, which constrains
its suitability for training robust end-to-end or di-
rect speech-to-speech translation models. More-
over, FLEURS contains observable noise and lacks
systematic human validation, leading to instability
during training and challenges in reproducibility.
In contrast, UrHiOdSynth is explicitly designed
as a genuinely three-way parallel speech corpus, of-
fering over 23-27 hours of speech and a consistent
10,735 aligned sentences across Hindi, Urdu, and
Odia. Crucially, the dataset incorporates human
verification to ensure alignment and audio qual-



Languages UrHiOdSynth FLEURS
Hours  Sentences  Hours  Sentences
Hindi 23.27 10,735 4.82 1,702
Urdu 27.66 10,735 4.64 1,588
Odia 24.70 10,735 3.30 1,327
Table 5: Comparison of dataset scale between

UrHiOdSynth and FLEURS in terms of speech duration
and number of utterances.

ity, making it substantially more reliable for super-
vised S2ST training. Another key distinction lies
in accent and domain alignment: FLEURS pairs
American-accent English with Pakistani-accent
Urdu, whereas UrHiOdSynth provides Indic-accent
English and Indic-accent Urdu, reflecting realistic
deployment conditions for Indic speech technolo-
gies. As aresult, UrHiOdSynth is not merely larger
in scale for these languages, but fundamentally bet-
ter aligned with the linguistic, acoustic, and socio-
cultural requirements of Indic speech-to-speech
translation systems.

6 Data Validation

After text and speech preprocessing, we use human
evaluators for every language pair to guarantee the
authenticity of the UrHiOdSynth dataset. Twenty
male and female undergraduate and graduate stu-
dents between the ages of 18 and 30 took part in the
validation procedure. We designate two specialists
who are fluent in Hindi and either Urdu or Odia
and who are skilled in both script and speech for
each language pair. Twenty annotators assessed
each speech-text pair using a 5-point rating system
as part of our human validation procedure. The
following is a definition of the scoring criteria: 0
represents total noise, 1 represents unclear voice
or text, 2 represents minor noise in the data, 3
represents acceptable quality with few errors, 4
represents data with few misalignments, and 5 rep-
resents excellent quality data. Because scores of
3 or higher consistently reflected audible speech
and well-aligned text quality, whereas lower val-
ues indicated significant mistakes in the data, we
only kept voice-text combinations with a score of
> 3. Sentences and audio snippets with alignment
scores of 1 or 2 are eliminated. We also verified the
results with the human assessors used for the par-
ticular language combination. The entire dataset
text and speech are manually verified. Before a fi-
nal decision is reached about retention or removal,
instances with a score of three are subjected to

additional review. This procedure preserves the
three-way parallel structure of the dataset while
guaranteeing consistency across all language pairs.

7 Experiments and Results

7.1 Model

SeamlessM4T (Barrault et al., 2023) translates spo-
ken utterances across more than one hundred lan-
guages, including Hindi, Urdu, and Odia. The
model leverages a large-scale corpus of approxi-
mately one million hours of open-source speech
data and employs the self-supervised w2v-BERT
2.0 framework to learn and capture complex lin-
guistic patterns effectively. The speech-to-text com-
ponent builds on the Wav2Vec-BERT 2.0 model
(Chung et al., 2021), which incorporates additional
architectural elements to better capture and model
the acoustic cues of spoken words. The system
converts speech into text using a modality adapter
(Zhao et al., 2022) that bridges speech and textual
representations. The translated text then passes to
a text-to-unit (T2U) module, which maps it into
a sequence of discrete phonetic units. Finally, a
HiFi-GAN vocoder (Kong et al., 2020) converts
these units into natural-sounding speech.

In our experiments, we fine-tune SeamlessM4T-
Medium on both the proposed UrHiOdSynth cor-
pus and the existing FLEURS dataset using an iden-
tical training configuration to ensure fair compari-
son. For each dataset, 80% of the data is used for
training and 10% for validation, with the remain-
ing 10% for testing. The model is optimized using
the AdamW optimizer with a learning rate of le ™,
and gradient clipping with a maximum norm of
0.1 is applied to improve training stability. Model
evaluation is performed every 100 training steps,
enabling consistent monitoring of convergence and
performance across all language pairs and datasets.

7.2 Evaluation Metrics

To evaluate translation quality, we adopt a set of au-
tomatic metrics that capture the performance of the
model, such as BLEU, ChrF, COMET, and WER.
The Bilingual Evaluation Understudy (BLEU) as-
sesses n-gram overlap between generated outputs
and reference translations, serving as an indica-
tor of lexical correspondence. Character n-gram
F-score (ChrF) computes character-level precision
and recall and is particularly well suited to morpho-
logically rich and script-diverse Indic languages.
Crosslingual Optimized Metric for Evaluation of



UrHiOdSynth FLEURS
Language Pair
BLEU ChrF COMET WER | BLEU ChrfF COMET WER
Hindi-Odia 17.34 4519 0.7523 0.7176 | 16.58 40.26 0.7161  0.7300
Hindi—Urdu 17.10 43.62 0.7498 0.6720 | 15.70 4323 0.7037 0.7132
Odia—Urdu 16.51 44.08 0.6891 0.7340 | 15.02 41.11 0.7187  0.6947

Table 6: Performance comparison of SeamlessM4T-Medium on different language pairs using our corpus and the

FLEURS corpus.

Translation (COMET), a learned reference-based
metric, is employed to better reflect semantic ade-
quacy and fluency, as it has been shown to correlate
more closely with human judgments. Additionally,
Word Error Rate (WER) is reported to assess the
accuracy of generated speech transcriptions, pro-
viding insight into pronunciation quality and the
robustness of the speech generation pipeline. Col-
lectively, these metrics facilitate a balanced evalu-
ation of both textual and speech-level translation
performance.

7.3 Results and Discussion

Table 6 presents a comparative evaluation of Seam-
lessMA4T across three low-resource Indic language
pairs using our UrHiOdSynth corpus and the
FLEURS benchmark. Overall, the results clearly
demonstrate the effectiveness of the proposed cor-
pus in improving speech translation quality, partic-
ularly for low-resource Indic languages.

Across Hindi to Odia and Hindi to Urdu,
UrHiOdSynth outperforms FLEURS on all major
MT metrics. In particular, Hindi—Odia shows gains
of +0.76 BLEU, +4.93 ChrF, and +0.036 COMET,
along with a lower WER, indicating not only im-
proved lexical overlap, but also better semantic
adequacy and robustness to speech recognition. A
similar pattern is observed for Hindi to Urdu, with
the proposed corpus achieving higher BLEU, ChrF
and COMET scores along with a lower WER.

For Odia to Urdu, the results reveal a more
nuanced behavior. While UrHiOdSynth achieves
higher +1.49 BLEU and +2.97 ChrF scores,
FLEURS slightly outperforms in COMET and
WER. This divergence highlights that lexical
similarity metrics alone are insufficient to capture
semantic fidelity and recognition quality, espe-
cially for linguistically distant pairs lacking direct
phonetic or script-level overlap. The stronger

COMET and WER scores on FLEURS suggest
that broader multilingual exposure can still benefit
semantic consistency in challenging low-resource
language translations.

7.4 Domain-wise Performance Analysis

Table 7 reports the domain-wise performance of
SeamlessM4T on the UrHiOdSynth dataset across
general, government, and healthcare domains.
Hindi—Odia achieves the strongest results in the
general domain, with the highest BLEU (19.56)
and ChrF (46.14). This means the model handles
common, wide-ranging vocabulary effectively. The
COMET achieves its highest value in the govern-
ment domain (0.7671) despite lower BLEU and
ChrF. It shows that the model is able to preserve
the semantics of the utterances despite reduced
lexical and character-level overlap with the refer-
ences. The lower WER (0.7281) further suggests
that speech generation is accurate for government
domain data, which is generally structured and for-
mally expressed.

For Hindi—Urdu, the healthcare domain clearly
dominates, yielding the best scores across all met-
rics (BLEU 20.68, ChrF 53.11, COMET 0.7416,
WER 0.5527). This consistent improvement sug-
gests that healthcare speech exhibits higher termi-
nological consistency and shared lexical roots be-
tween Hindi and Urdu, benefiting both semantic
modeling and acoustic generation. The substan-
tially lower WER highlights that the model pro-
duces cleaner and more intelligible speech in this
domain, a critical requirement for safety-sensitive
applications.

In contrast, Urdu—Odia shows relatively stable
but lower performance across domains, with its
best results concentrated in the general domain.
The drop in BLEU and ChrF for government and



GENERAL GOVERNMENT HEALTHCARE
Language Pair
BLEU ChrF COMET WER | BLEU ChrF COMET WER | BLEU ChrF COMET WER
Hindi-Odia 19.56 46.14 0.7421 0.7631 | 1648 44.82 0.7671 0.7281 | 17.21 45.19 0.7232 0.7456
Hindi-Urdu 18.54 4554 0.7096  0.6802 | 16.00 43.67 0.6728 0.7119 | 20.68 53.11 0.7416 0.5527
Urdu-Odia 17.16 45.17 0.7281 0.7123 | 16.82 4421 0.7202 0.6874 | 16.22 44.02 0.7133  0.6941

Table 7: Domain-wise performance of SeamlessM4T

healthcare domains indicates increased difficulty
in mapping domain-specific terminology between
two linguistically and script-divergent languages.
However, the comparatively stable COMET scores
suggest that the model still captures coarse seman-
tic intent even when lexical fidelity degrades.

Overall, these results strongly indicate that
domain-aware training and evaluation are indis-
pensable for S2ST systems in Indian language con-
texts. The observed domain-specific gains, partic-
ularly in healthcare, suggest that targeted corpus
design and domain-adaptive fine-tuning could yield
substantial improvements. From a deployment per-
spective, this is not optional: models intended for
governance or healthcare must be evaluated within
those domains to ensure reliability, intelligibility,
and semantic correctness.

In summary, Table 7 demonstrates that Seam-
lessM4T exhibits meaningful domain-dependent
behavior, with performance governed by both lin-
guistic proximity and domain regularity. This find-
ing provides strong empirical motivation for future
work on domain-adaptive S2ST models and evalu-
ation protocols tailored to low-resource, multilin-
gual settings.

8 Conclusion and Future works

We present our UrHiOdSynth, a three-way paral-
lel speech corpus for Hindi, Urdu, and Odia with
balanced coverage across General, Government,
and Healthcare domains. The dataset enables con-
trolled evaluation of domain effects in speech-to-
speech translation and related speech—text tasks.
Under identical experimental settings with Seam-
lessM4T, evaluation on UrHiOdSynth yields higher
BLEU, ChrF, and COMET scores for most lan-
guage pairs compared to FLEURS, while achiev-
ing comparable or lower WER, demonstrating the
dataset’s suitability for systematic S2ST analysis.
Domain-wise results show clear performance
variation across application domains, with struc-
tured domains such as government and healthcare

across different language pairs on UrHiOdSynth dataset.

exhibiting distinct metric trends across language
pairs. These findings emphasize the importance of
domain-aware evaluation for low-resource speech
translation. Future work will extend UrHiOdSynth
to additional Indic languages, including Maithili,
Bengali, Kashmiri, Bhojpuri, and others. We also
plan to explore domain-adaptive training strategies
and direct speech-to-speech translation models, and
to incorporate human evaluation to better assess
real-world usability.

9 Limitation

Despite representing a significant advancement in
synthesizing parallel speech data for direct speech
translation, our approach has limitations. The syn-
thesis process depends on existing parallel text data,
making the quality of the synthesized speech sen-
sitive to the original data. In addition, synthetic
speech often lacks the natural variability of human
speech, such as variations in tone, rthythm, and
emotion. Furthermore, synthetic speech disregards
background noise, fillers, and pauses, all of which
are common elements of natural speech. Since syn-
thetic data is frequently generated using a small
number of voices, it fails to capture the diversity
of real speakers with different accents, speaking
styles, and recording environments.

10 Ethics Statement

This study adheres to ethical research practices in
the creation and use of multilingual speech data.
The textual data consists of cleaned and validated
parallel sentences and does not contain any per-
sonally identifiable or sensitive information. All
speech data are synthetically generated using In-
dicTTS, avoiding concerns related to speaker con-
sent, privacy, or voice misuse. For Odia text gen-
eration, Hindi text is translated using the Google
Translate API strictly for research purposes. The re-
sulting Urdu—Hindi—Odia parallel speech corpus is
intended solely for academic and non-commercial
use.
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